Unit 4:

Conditional Probability:

, .o 13 The event goes in the
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event condition P(video games | girl)= —=.20
The event iS_EIW‘T# The condition is always just a o
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The conditional sample space is a porticn of the sample space
The event is a portien of the ti )
- S
girls boys »* ; < B
read & book | 18 22 E
video games | 12 32
watch Netfiix | 30 46
60 40 400
OR is add (but must subtract any overlap): Special Case for OR:

Disjoint (Mutually-Exclusive) Events

@ OO

P(AUB)=pP(A)+P(B)-P(ANR) P(4NB)=0
So the OR formula is simplified...
P(AUB)=P(A)+ P(B)

AND is multiply (but 2" probability must be conditional): Special Case for AND: Independent Events

P(ANB)=P(4)+P(B] A) P(ANB)=P(B)+P(A|B)

Picture a part of a tree...
P8I A) B PlANS)

Test for independent events:
Two events are independent if;

a1z, A PUND) P(B)=P(B| A)=P(B|4)

play A p(s) . B {check any two)

For independent events.  P(B)=P(B| A)
P{Aﬂﬂ}:f’l:zi]-f’{ﬁl A) _simplifies to._

P(ANB)=P(A)- P(B)



8: Discrete Probability Models

PRy
Binomial Shape depends upon p
H=np o= ""P‘;
Geomelric Shape s always exponential decay, pegpz
| ] =
I
P P

p =" expected value' = ZX- P{X)

o (and g1} found using L (deata), L2( freqlist), | —Var Stats

s pELT

pEbs pe0.r

8: Discrete Probability Models

inomia

- Only 2 outcomes

- Probabilities must be:

the same each trial,

- Probabilities of trials

must be independent.

- Must have fixed

number of trials, n

Best for: independent trials, fixed

number of trials (known n), finding
probability of k out of n.

!n!
X (#headsin10flips) | 0 1 2 3 4 56 7 8 9 10

Geometric

- Only 2 outcomes

- Probabilities must be
the same each trial.

- Probabilities of trials
must be independent.

- May or may not have
fixed number of trials, n

Best for: indep trials,
ber of trials { 1 n), finding
probability of 'when' the 1st success occurs.

fixed

X (which trial is 1sthead)| 1st 2nd 3rd 4th  5th ..

PX) | ]
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P(exactly k successes out of n trials) = 'Ck (p)k (q)."k

P(X) | I
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10: Normal Approximation of Binomial Model

p=02,n=5
(np=1)

p=02,n=10
(np=2)

p=02,
(mp =

If np 210 and ng =10

bk

a Binomial distribution can be approximated with a Normal distribution with: H = 1P

Ak

p=02,n=50 p=02,n=100
(np = 10) (np =20)

n=20

4)

Can use Normal approximation
for the Binomial distribution.

o =/npq

11: Combining Multiple Distributions

Define an algebraic expression
for how the source distributions
are used to build the new
distribution:

E=d+B-C=D asach

L flan

The means are always determined by

source of variabiiity

I‘H: Transforming a Single Distribution

Multiplying/dividing affects both center and spread...

My = Hy+ py — e — My, —

Increases
a0a’

Adding/Subtracting affecis-only center,.,

.

However, we must know for certain that the variables are all varying

independently of one another. (If not independent, we can find mean but

not standard deviation). If Y=aXtb

My =au, th O, =agd,




